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Directed Probabilistic Generative Models with Hidden Units

● Our goal is to learn the model parameters to maximize the log-probability of data x
○ Learning: learn the model parameters maximizing log p(x)
○ Inference: infer the hidden states from p(h | x)
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Variational Inference

3

Variational Bound of Log-
Likelihood P(x)

Every data point x has its own variational parameters (q(z)): flexible but not scalable.



Amortized Variational Inference
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Variational Bound of Log-
Likelihood P(x)

All data points share a variational inference network Q parameterized by a neural network.



The Reparameterization Trick Using a Deterministic Function Mapping

5Kingma and Welling, Auto-Encoding Variational Bayes. ICLR 2014



Variational Autoencoder with a Isotropic Multivariate Gaussian Prior
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Picture Credit: https://lilianweng.github.io/lil-log/2018/08/12/from-autoencoder-to-beta-vae.html

https://lilianweng.github.io/lil-log/2018/08/12/from-autoencoder-to-beta-vae.html


Variational Inference with the Reparameterization Trick
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ELBO:

Kingma and Welling, Auto-Encoding Variational Bayes. ICLR 2014



Variational Autoencoder with a Isotropic Multivariate Gaussian Prior

8Kingma and Welling, Auto-Encoding Variational Bayes. ICLR 2014



Variational Autoencoder with a Isotropic Multivariate Gaussian Prior
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Picture Credit: https://lilianweng.github.io/lil-log/2018/08/12/from-autoencoder-to-beta-vae.html

https://lilianweng.github.io/lil-log/2018/08/12/from-autoencoder-to-beta-vae.html


VAE Loss

10Picture Credit: https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73

https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73


Training VAE Using Mini-batch Variational Inference with the 
Reparameterization Trick 

11Kingma and Welling, Auto-Encoding Variational Bayes. ICLR 2014



VAE for Generating MNIST Digits
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Picture Credit: http://kvfrans.com/variational-autoencoders-explained/

http://kvfrans.com/variational-autoencoders-explained/


Learned 2D Manifold by VAE

13Kingma and Welling, Auto-Encoding Variational Bayes. ICLR 2014



VAE with Convolutional and Transposed Convolutional Layers
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Picture Credit: http://kvfrans.com/variational-autoencoders-explained/

http://kvfrans.com/variational-autoencoders-explained/


Autoencoder vs. Variational Autoencoder

15Picture Credit: https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73
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Autoencoder vs. Variational Autoencoder

16Picture Credit: https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73
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Autoencoder vs. Variational Autoencoder

17Picture Credit: https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73

https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73


Autoencoder vs. Variational Autoencoder

18Picture Credit: https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73

https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73


Autoencoder vs. Variational Autoencoder

19Picture Credit: https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73

https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73


Autoencoder vs. Variational Autoencoder
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Autoencoder vs. Variational Autoencoder

21Picture Credit: https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73

https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73


Problems of VAE: Overlapping Latent Space

22Picture Credit: https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73

https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73


Conditional VAE (There Are Other Conditioning Priors)

23Picture Credit: https://arxiv.org/pdf/1606.05908.pdf

https://arxiv.org/pdf/1606.05908.pdf


Conditional VAE (There Are Other Conditioning Priors)

24Sohn et al., Learning Structured Output Representation using Deep Conditional Generative Models. NIPS 2015.



The Reparameterization Trick in VAE

Let’s forget about variational inference for maximizing log p(x) but focus on the 
probability distribution of p(x|z) itself, we can easily sample from p(x|z), which leads 
to a nice GENERATIVE model and transforms a simple Gaussian distribution to a 
complex data distribution pg(x) through a one-to-one mapping f: z → x

A direct approach to aligning our generated data distribution pg(x) with real data 
distribution pr(x) is to perform moment matching, for e.g., minimizing maximum 
mean discrepancy in a high-dimensional feature space induced by a kernel (kernel 
MMD).
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Transform a Simple Distribution to a Complex Distribution

26
Picture Credit:https://towardsdatascience.com/understanding-generative-adversarial-networks-gans-cd6e4651a29

https://towardsdatascience.com/understanding-generative-adversarial-networks-gans-cd6e4651a29


An Indirect Approach for Comparing Distributions

● Transform a simple Uniform/Gaussian distribution p(z)  to a complex data 
distribution pg(x) through a one-to-one mapping f: z → x

● An indirect approach is to assume that we have an oracle discriminator that can 
perfectly discriminates whether or not a data point is from the real data 
distribution. We can make use of this oracle discriminator to improve our 
generative network  such that our generated data distribution perfectly aligns 
with the real data distribution.

● In practice, we don’t have this oracle discriminator, but we can treat it as a deep 
neural network and learn it from data. 27



Generative Adversarial Network (GAN)

28

● The goal of the discriminator D is to discriminate whether a sample comes from 
the real data distribution (training data) or the generated data distribution 
(generated data).

● The goal of the generator G is to transform a simple (e.g., Gaussian, Uniform)  
distribution to a real data distribution such that the generated sample will fool 
the discriminator.

● This is a minmax two-player game. In a global optimum, D will output ½ 
everywhere and pg(x) = pr(x)

Goodfellow et al., Generative Adversarial Nets. NIPS 2014.



Generative Adversarial Network (GAN)
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Picture Credit:https://towardsdatascience.com/understanding-generative-adversarial-networks-gans-cd6e4651a29

Goodfellow et al., Generative Adversarial Nets. NIPS 2014.

https://towardsdatascience.com/understanding-generative-adversarial-networks-gans-cd6e4651a29


Generative Adversarial Network (GAN)

30Goodfellow et al., Generative Adversarial Nets. NIPS 2014.



Optimal D of Generative Adversarial Networks

31Goodfellow et al., Generative Adversarial Nets. NIPS 2014.



Generative Adversarial Network (GAN)
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Optimal Solution of Generative Adversarial Networks

33Goodfellow et al., Generative Adversarial Nets. NIPS 2014.



Training Algorithm of GAN

34
Goodfellow et al., Generative Adversarial Nets. NIPS 2014.



Deep Convolutional GAN (DCGAN): CNN Generator

35Radford et al., UNSUPERVISED REPRESENTATION LEARNING WITH DEEP CONVOLUTIONAL GENERATIVE 
ADVERSARIAL NETWORKS. ICLR 2016



Generated Samples of DCGAN
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Interpolation Results of DCGAN
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Latent Vector (z) Manipulation Results of DCGAN
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GAN for Video Generation

39Vondrick et al.,  Generating Videos with Scene Dynamics, NIPS 2016. 



GAN for Music Generation

Engel et al., GANSYNTH: ADVERSARIAL NEURAL AUDIO SYNTHESIS. ICLR 
2019. https://openreview.net/pdf?id=H1xQVn09FX

Generated Music Samples: https://magenta.tensorflow.org/gansynth
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https://openreview.net/pdf?id=H1xQVn09FX
https://magenta.tensorflow.org/gansynth


Conditional GAN

41
https://arxiv.org/pdf/1411.1784.pdf

https://arxiv.org/pdf/1411.1784.pdf


Domain Adaptation

We have a lot of (labeled) training data in a 
source domain, and we plan to deploy our 
learned model in the source domain to a target 
domain that has a different data distribution 
from the one in the source domain.
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Picture Credit: Tzeng et al., Adversarial Discriminative Domain Adaptation, CVPR 2017.



Adversarial Feature Learning for Domain Adaptation

43
Tzeng et al., Adversarial Discriminative Domain Adaptation, CVPR 2017.



CycleGAN

44
Zhu et al., Unpaired Image-to-Image Translation using Cycle-Consistent Adversarial Networks. ICCV 2017.



CycleGAN Results

45
Zhu et al., Unpaired Image-to-Image Translation using Cycle-Consistent Adversarial Networks. ICCV 2017.



Text2Video: Goals and Challenges 
Build a conditional generative model to generate videos from text capturing 
different contextual semantics of natural language descriptions

Capable of capturing both static content  and dynamic motion features of 
videos

Challenges
– It’s hard to condition on text, a big gap
– It is hard to build powerful video generator 
– No publicly available dataset

How? Integrating VAE and GAN
46https://www.cs.toronto.edu/~cuty/Text2VideoAAAI2018.pdf

https://www.cs.toronto.edu/~cuty/Text2VideoAAAI2018.pdf


Model Overview
• We introduce an intermediate step called ‘Gist’ Generation.
• The model is trained end-to-end.

Gist Generation Video Generation

Text input VAE Generated Gist Video GAN Generated 
Video

Text input

Noise Noise
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What does the Gist do?

• Gist captures the static features of a video.
• Gist generation gives a sketch. 

Video GAN
Generated 

Video

Text input

Noise
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The Complete Text2Video Model

49

Li, Min, Shen, and Lawrence, AAAI 2018
https://www.cs.toronto.edu/~cuty/Text2VideoAAAI2018.pdf

https://www.cs.toronto.edu/~cuty/Text2VideoAAAI2018.pdf


Generated Video Samples
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More Examples 

Text: Playing Golf on

– grass field

– snow

– water

Gist Video
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More Examples 
Playing golf in swimming pool

Running on the sea

Swimming in swimming poolPlaying golf

Sailing on the sea Sailing on snow Sailing on grass Running on sand
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More Examples 
Kitesurfing on the sea

Kitesurfing on grass
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An Improved Text2Video Model

54
Balaji, Min, Bai, Chellappa, and Graf. Conditional GAN with Discriminative Filter Generation for Text-to-Video Synthesis. IJCAI 2019.



Generated Videos
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TFGAN Baseline

A large yellow square is moving in a 
diagonal path in the northeast direction

A large green circle is moving in a zigzag 
path towards east

A large red triangle is moving in a 
straight line towards north and a large 

yellow square is moving in a zigzag path 
towards west

A large red triangle is moving in a zigzag 
path towards south and a large blue 

triangle is moving in a zigzag path 
towards west



Generated Videos
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Previous
Model



Generated Videos
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Stir vegetablesPerson skiing in oceanPeople swimming in pool



Media Reports from Science, MIT Technology Review, 
Communications of ACM, etc.

58Li, Min, et al., AAAI 2018



GAN Minimizes JS-Divergence to Update G

59

for VAE

for GAN

Picture Credit: https://medium.com/@jonathan_hui/gan-wasserstein-gan-wgan-gp-6a1a2aa1b490

https://medium.com/@jonathan_hui/gan-wasserstein-gan-wgan-gp-6a1a2aa1b490


Real Image/Video Data is often Supported in a Low-D 
Manifold

For e.g. MNIST digits, ImageNet Images, Videos, although the pixel space is very 
high-dimensional. 

It’s easy to find a perfect discriminator to separate high-dimensional data 
supported in low-dimensional space.

60Picture Credit:https://lilianweng.github.io/lil-log/2017/08/20/from-GAN-to-WGAN.html

https://lilianweng.github.io/lil-log/2017/08/20/from-GAN-to-WGAN.html


61Slide Credit: Fei-Fei Li, Justin Johnson, and Serena Yeung, cs231n 2017



62Slide Credit: Fei-Fei Li, Justin Johnson, and Serena Yeung, cs231n 2017

This is unstable with 
large variance of gradient!!!



Problems of GAN
The minmax training of GAN doesn’t necessarily converge in practice: 

If we have a perfect discriminator in the beginning, the gradient of the loss function 
with respect to generator parameters is close to zero and the learning is very slow

If we have a very bad discriminator, we don’t get much useful feedback from the 
discriminator.

Training can be unstable.

Mode collapse: the generator only generates a subset of training data distribution 
modes to fool the discriminator and fails to explore other modes.
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Wasserstein Distance
The Wasserstein distance of  p and q is the minimum cost of transporting mass in 
converting the shape of a data distribution q to the shape of a data distribution p. It is also 
called Optimal Transport Cost or Earth Mover Distance.

64Picture Credit: https://medium.com/@jonathan_hui/gan-wasserstein-gan-wgan-gp-6a1a2aa1b490

https://medium.com/@jonathan_hui/gan-wasserstein-gan-wgan-gp-6a1a2aa1b490
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Wasserstein Distance
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Comparing Wasserstein Distance with KLD and JSD 

67
Picture Credit:https://lilianweng.github.io/lil-log/2017/08/20/from-GAN-to-WGAN.html

https://lilianweng.github.io/lil-log/2017/08/20/from-GAN-to-WGAN.html


Wasserstein GAN (WGAN) Minimizing Wasserstein Distance 
between pg and pr

68

Arjovsky et al., Wasserstein Generative Adversarial Networks. ICML 2017.



WGAN vs. GAN

69

In WGAN, we have a critic with a scalar output without log



WGAN vs. GAN

70
Arjovsky et al., Wasserstein Generative Adversarial Networks. ICML 2017.



Training Algorithm of WGAN

71



The Latest GAN Architecture - StyleGAN2

72
https://arxiv.org/pdf/1912.04958.pdf



Summary of Topics Discussed

● VAE

● GAN

● Adversarial Domain Adaptation, CycleGAN

● Text2Video Synthesis

● Wasserstein Distance
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The End

Thank You!
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